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Abstract

Twelve original physical variables of an activated sludge wastewater treatment system are considered. These cross-correlated variables
are transformed in new ones that are not correlated by the use of PCA (principal component analysis), a powerful tool for analysis,
monitoring and diagnostics of wastewater treatment processes. Just three principal components explain most of the system total variability
(78% of total variance). Thus, the ability to describe the overall characteristics of the process using only three principal components will
make the analysis, monitoring and diagnostic of the system easier.

Three groups of variables characterizing the system are detected. The first group identifies variables that represent micro-organisms and
inert particulate matter arising from cellular decay, while the second group refers to substrates and flow rate. The third group is related
to the pH. Based on these results, the present paper shows how to enlarge the ways of interpreting the characteristics of activated sludge
wastewater treatment system.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Environmental protection agencies have imposed limits
to discharge effluents in body receiver that are more and
more strict. Therefore, different approaches of study are
challenging objects of research to improve the domestic and
industrial effluent treatment process. Our paper presents
methodologies of multivariate statistic to improve analy-
sis of operations and involved variables in the wastewater
treatment.

Nowadays, increasing degree of industrial automation
makes the process monitoring use large quantities of on
line data. So, it is important to have the use of efficient
techniques to get high quality information from this great
number of data. In engineering applications, variables are
significantly cross-correlated, made worse by the fact that
the data are collected in a noisy environment. In these cases,
multivariate analysis has proved to be a powerful statistical
technique. Piovoso et al.[1] and Piovoso and Kosanovich
[2] present a brief tutorial about applications of multivari-
ate statistics to process analysis, monitoring and control. A
matrix approach allied to statistical analysis for multivariate
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systems is given by Johnson and Wichern[3]. Jackson[4]
is another interesting reference about this issue.

Principal component analysis (PCA) utilizes directly the
information from the data, compacted in the form of a co-
variance matrix, to extract more relevant information and to
generate new variables named as principal components. This
multivariate statistical data has several applications: multi-
linear regression using principal components (PCR); reduc-
tion of number of variables; identification of structures that
explain the most relevant variance of the data and for clus-
tering analysis.

The most common application of PCA is statistical
process control. Mason et al.[5] present a statistical con-
trol chart of PCA including confidence interval based on
Hotelling’s distribution. Rosén and Olsson[6] show dis-
turbance detection in wastewater treatment system using
principal components and partial least-squares (PLS). Raich
and Çinar[7] propose to utilize multivariate statistical tech-
niques (PCA and discriminant analysis) to detect states out
of control and to diagnose abnormal operation conditions
and disturbance that cause poor process behaviour. This
methodology was successfully applied in the monitoring of
the Tennessee Eastman plant simulation benchmark sub-
jected to different disturbances. Teppola et al.[8] use mul-
tivariate statistics to analyse an activated sludge wastewater
treatment plant.
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Nomenclature

bA autotrophic decay rate
bH heterotrophic decay rate
D Mahalanobis distance

D1/2
x standard deviation matrix ofX data

ek eigenvector,kth vector of matrixE
E eigenvector matrix
ka ammonification rate
kh maximum specific hydrolysis rate
KNH ammonium half-saturation coefficient (hsc)

for autotrophs
KNO nitrate hsc for denitrifying heterotrophs
KO,A oxygen hsc for autotrophs
KO,H oxygen hsc for heterotrophs
KS hsc for heterotrophs
KX hsc for hydrolysis of slowly biodegradable

substrate
n number of samplings
p number of variables
pck

kth vector of principal components
Pc matrix of principal components
sxj xk

covariance between variablesxj andxk

SALK alkalinity
SI soluble inert organic matter
SND Soluble organic nitrogen
SNH soluble ammonium nitrogen
SNO soluble nitrate–nitrite nitrogen
SO dissolved oxygen concentration
SS soluble biodegradable substrate
Sx covariance matrix ofX data
x row vector of variables
xjk jth observation ofkth variable
xorigjk

original jth observation ofkth variable
(without normalization)

x̄ row vector of sample mean
x̄k mean ofkth variable
X data matrix
XB,A active autotrophic biomass
XB,H active heterotrophic biomass
XI particulate inert organic matter
XND particulate organic nitrogen
Xorig original data matrix (without normalization)
XP particulate products from biomass decay
XS particulate substrate biodegradable
T 2

α Hotelling’s distribution

Greek symbols
α significance level
ηg correction factor for anoxic growth of

heterotrophs
ηh correction factor for anoxic hydrolysis
λk eigenvalue
� eigenvalue matrix
µ̂A autotrophic maximum specific growth rate

µ̂H heterotrophic maximum specific growth rate
µk percentual variance ofkth principal

component

The main contribution of this paper is to present the
method to extract information for easy interpretation, distur-
bance or deviation detection of normal condition in measure-
ments of wastewater treatment process. Further, this method
should suggest the variables responsible for the deviations.

2. Activated sludge wastewater treatment

The present paper utilizes a dynamic model of activated
sludge process which is known as IWA activated sludge
model no. 1 or ASM1[9]. This model includes the carbon
oxidation both by heterotrophic and autotrophic biomass
(organic matter consumption); nitrification (ammonia is ox-
idized to nitrite and subsequently to nitrate) and denitrifica-
tion (nitrate is transformed to nitrogen gas).

This model is formed by 13 state variables and by 19
parameters that describe eight biological processes. The
involved variables are concentrations of: alkalinity (SALK ),
soluble biodegradable organic nitrogen (SND), ammonia ni-
trogen (SNH), nitrate (SNO), dissolved oxygen (SO), readily
biodegradable substrate (SS), active autotrophic biomass
(XB,A), active heterotrophic biomass (XB,H), particulate
biodegradable organic nitrogen (XND), particulate products
from biomass decay (XP), slowly biodegradable substrate
(XS), particulate and soluble inert organic matter (XI and
SI ). These two last ones are not relevant to the present pa-
per, so 11 concentrations and effluent flow rate form the 12
variables analysed here. We are going to review the reaction
rates that describe the biological process incorporated in
the ASM1 model, because they are important to get a good
interpretation of the process (Table 1).

Each state equation has the following form:

dci

dt
= qin

V
ci,in − qout

V
ci +

8∑
j=1

ai,j rj (9)

whereci is concentration of state variablei, ci ,in the con-
centration of variablei in the inflow,qin the inflow,qout the
outflow,V the bioreactor volume,ai ,j the biological process
constant coefficient andrj the reaction rate of biological
process.

The relation among the variables of biological processes is
schematically represented inFig. 1. This figure shows, e.g.,
that concentration of active heterotrophic biomass (XB,H) is
affected by the processesr1, r2 andr4. In the aerobic growth
of XB,H (processr1), we could see that it is influenced by
variablesSS, SNH andSO. In the same way,XB,H is affected
by SS, SNH andSNO in the anoxic growth (processr2). When
XB,H dies it is converted toXS andXND by processr4.
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Table 1
Reaction rates of biological process incorporated in the ASM1 model

Biological process Kinetic equation

Aerobic growth of heterotrophs (XB,H) r1 = µ̂H

(
SS

KS + SS

) (
SO

KO,H + SO

)
XB,H (1)

Anoxic growth of heterotrophs (XB,H) r2 = µ̂H

(
SS

KS + SS

) (
KO,H

KO,H + SO

) (
SNO

KNO + SNO

)
ηgXB,H (2)

Aerobic growth of autotrophs (XB,A) r3 = µ̂A

(
SNH

KNH + SNH

) (
SO

KO,A + SO

)
XB,A (3)

Decay of heterotrophs (XB,H) r4 = bHXB,H (4)
Decay of autotrophs (XB,A) r5 = bAXB,A (5)
Ammonification of soluble organic nitrogen (SND) r6 = kaSNDXB,H (6)

Hydrolysis of entrapped organics (XS) r7 = kh
XS/XB,H

KX + (XS/XB,H)

[(
SO

KO,H + SO

)
+ ηh

(
KO,H

KO,H + SO

) (
SNO

KNO + SNO

)]
XB,H (7)

Hydrolysis of entrapped organic nitrogen (XND) r8 = kh
XND/XB,H

KX + (XS/XB,H)

[(
SO

KO,H + SO

)
+ ηh

(
KO,H

KO,H + SO

) (
SNO

KNO + SNO

)]
XB,H (8)

Fig. 1. Representation of biological processes of an activated sludge process.
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Fig. 2. Activated sludge process with pre-denitrification.

The model ASM1 has an extended literature, so the bench-
mark of Sotomayor et al.[10] will be utilized here. The
simulated system is shown inFig. 2. This system is com-
posed by three biological treatment zones followed by a set-
tler. The first zone of biological treatment is anoxic, where
the pre-denitrification occurs. The remaining two zones are
completely mixed aerobic reactors with dissolved oxygen
control. The process includes a sludge recycling from the
settler to the anoxic reactor to increase the biological mass
as well as an internal recirculation from the last aerobic zone
to the anoxic zone. This recirculation is due to pre-denitri-
fication.

The operational variables and influent wastewater char-
acteristics for simulation are given inTable 2. The model
parameters are not presented here but can be found in
[10].

Using this dynamic model the results were obtained in
“steady state”. In other words, the process was run for 6 h
before any data of reactor effluent was taken for each new
operating condition. The 12 variables of the influent current
are defined by random choice between a pre-defined range
for each variable. The influent flow rate and concentrations
suffered the disturbance or new operating conditions. To
illustrate, Fig. 3 shows a disturbance of the influent flow
rate every 6 h, summing 601 sampling points. The pseudo-
steady state condition results are equivalent to noisy data
collection.

Fig. 3. Example of process disturbance of the influent flow rate.

Table 2
Operational variables and influent wastewater characteristics

Value Unit

Operational variable
Influent flow rate,Qin 1080 to 1620 m3/h
Recycle flow rate 0.8 (of 1080) –
Internal recycle flow rate 2 (of 1080) –
Anoxic tank volume 1000 m3

First aerobic tank volume 3700 m3

Second aerobic tank volume 3700 m3

Settler volume 5000 m3

Air flow rate to 1◦ aerobic reactor 10.10525 m3/h
Air flow rate to 2◦ aerobic reactor 6.6998 m3/h
Set-point ofSO 2 g O2/m3

Influent wastewater characteristics
XB,H 90 g/m3

XB,A 1 g/m3

XS 210, 315 g/m3

XND 10 g/m3

XP 110, 165 g/m3

SO 0 g/m3

SNH 12.5, 18.75 g/m3

SND 10.1 g/m3

SNO 0.6 g/m3

SS 130, 195 g/m3

SALK 7 g/m3

3. Multivariate analysis of activated sludge process

3.1. Data pre-processing

Often the wastewater treatment process variables are
measured in different scales or units. Then, for the PCA
analysis, first of all 600 data of the 12 variables had to be
autoscaled, in other words, the variables were mean centred,
by subtracting the mean (x̄k) and scaled to unit variance,
by dividing the standard deviation:

xjk =
xorigjk

− x̄k

√
sxj xk

, j = 1, 2, . . . , n, k = 1, 2, . . . , p

(10)
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Fig. 4. Transformation of original variables to principal component vari-
ables.

In matrix notation, it is

X = (Xorig − 1(n×1)x̄)D−1/2
x (11)

whereD−1/2
x is the matrix of standard deviation

D−1/2
x =




√
sx1x1 0 · · · 0

0
√

sx2x2 · · · 0

...
...

. . .
...

0 0 · · · √
sxpxp




(12)

The normalized data matrixX has mean zero and its covari-
ance matrix (X′X) indicates the directions in theX space
where most of the variability occurs[2]. The principal com-
ponents are obtained from this covariance matrix.

3.2. Principal component analysis

Summing up, the objective of PCA is to make easy inter-
pretation of the measured data by dimensionality reduction.
PCA tries to explain the covariance data through linear com-
binations of variables. In other words, it could be seen as
a linear transformation (Fig. 4). In this transformation the
data variability is preserved.

The symmetric covariance matrixSx could be decom-
posed into a diagonal matrix� and orthogonal matrixE

Sx = E�E′ (13)

Fig. 5. Grouping analysis in terms of principal components.

The diagonal elements of�, λ1, λ2, . . . , λp, are the eigen-
values ofSx and columns ofE, e1, e2, . . . , ep, are their corre-
spondent eigenvectors. In PCA,e is named as loading vector.

These loadings can be visualized in graphic form, as is
shown inFig. 5. This figure is useful for grouping analysis
in terms of principal components to distinguish a group of
variables. Analysing it we conclude that alkalinity and am-
monia nitrogen do not contribute to the total variation in the
first principal component, because these variables are placed
near the origin of this principal component. However, the
influent flow rate (Qin) and the concentration of soluble or-
ganic nitrogen (SND) are important for this component.

In group I are found variables that represent autotrophic
(XB,A) and heterotrophic (XB,H) biomass and particu-
late matter (XP). The concentration of rapidly and slowly
biodegradable nitrogen and carbon substrate (SND, XND, SS
andXS), as well as influent flow rate (Qin) form group II. In
thepc2 × pc1 plane, the concentration of ammonia nitrogen
(SNH) is not in the same group of other substrates, despite
being the direct source of nitrogen for the micro-organisms.
Probably, ammonia nitrogen and alkalinity (SALK ) belong to
the same group III, as shown inFig. 5, because both are vari-
ables that characterize the pH of the medium. Both oxygen
(SO) and nitrate (SNO) are the terminal electron acceptors of
cellular metabolism and these variables are not considered
in the groups. A possible explanation for the oxygen to be
near the substrates is that the consumption of substrates is
greater in aerobic medium than in an anoxic one.

The first principal component is a linear combination that
defines the direction of greatest variability

pc1 = Xe1 (14)

pc1 is denoted as score vector.
The second principal componentpc2 is orthogonal to the

first one and it explain the remaining most variability (in the
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direction ofX − pc1e′
1). The next one,pc3, is orthogonal to

pc1 andpc2, it explains the bit little remain variability, and
so on untilpcp . Then,

Pc = XE = (Xorig − 1(n×1)x̄)D−1/2
x E (15)

The scorespc1, pc2, . . . , pcp have varianceλ1, λ2, . . . , λp,
respectively, whereλ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0.

3.3. Cumulative percentage

Often it is more convenient to express each variance in
relation to total variance

µk = λk

λ1 + λ2 + · · · + λp

(16)

Thus, if the sum of first (i) values ofµ, µ1 + · · · + µi ,
represents, e.g., 80% of total variance, then first (i) principal
components could represent allp original variables without
loss of information.

The cumulative percentage variance is illustrated in
Fig. 6. The first principal component represents 52% of to-
tal variance whereas the two first components explain 67%
and the three first ones are responsible for 78%. In this
way, 12 variables could be represented by three principal
components.

Fig. 7. Control ellipsoids: (a)Pc1 and Pc2; (b) Pc1 and Pc3; (c) Pc2 and Pc3.

Fig. 6. Percentage variance of principal components.

3.4. Geometrical interpretation of principal components

Principal components represent a new coordinate system
that is obtained by rotation of original one. The rotation an-
gles in relation to original coordinate are given by eigen-
vectors of covariance matrix. The new axes represent the
direction of maximum variability.

The PCA decomposition is geometrically interpreted as
density constant contours—ellipsoids. These ellipsoids are
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built from the concept of Mahalanobis distance between the
x vectors (x = [ x1 x2 . . . xp ]) and the mean values̄x
(x̄ = [ x̄1 x̄2 . . . x̄p ])

(x − x̄)�−1(x − x̄)′ = D (17)

The probability that a measurement is less than the Maha-
lanobis distance is given by Hotelling’sT2 distribution

(x − x̄)�−1(x − x̄)′ ≤ T 2 (18)

Thex variable could be expressed in terms of principal com-
ponent coordinates. The control ellipse for componentspc1

andpc2, e.g., is obtained fromEq. (17), which can be rewrit-
ten as

p2
c1

λ1
+ p2

c2

λ2
= T 2

α (19)

Fig. 7 shows the points corresponding to principal compo-
nents calculated byEq. (15). This figure confirms that the
points’ dispersion is greater in the direction of first principal
components, that is, the component of greatest variance.

One can consider that the data utilized was obtained from
normal operating conditions, since the disturbances induced
in the system are within the upper and lower limits of op-
eration. This means that the data can be used as calibration
data to build a control chart.

Fig. 8. Loadings for the: (a) first; (b) second; (c) third principal components.

The ellipse’s major and minor half axes, hereby called
radii, are described by the equation: radius= √

T 2
α λi . The

internal radius
√

T 2
0,9545λi represents the limit for a 95.45%

significance level and the external radius
√

T 2
0.9973λi , a

99.73% confidence interval. InFig. 7 the ellipses are built
with these significance levels. Even so the ellipses shapes
are not the same, because they are proportional to the
square root of the eigenvalue corresponding to the principal
component.

Once the control chart is built, it is used as a reference to
check whether or not the process is in control. Suppose, e.g.,
in Fig. 7(a) three tests called En1, En2 and En3. The test En1
is within the internal limits, so it can be considered a process
in normal operating conditions. Contrary to En1, the tests
En2 and En3 that are, respectively, within the internal and
external limits and beyond the external limits, are processes
that present some out of control condition. Control charts
using the Mahalanobis distance concept were shown in[11].

The coordinates of the points presented inFig. 5, that is
eigenvalues or loadings, can be shown as bar charts inFig. 8.

The principal components, as opposed to the physical
variables, have no physical meaning, but can be interpreted
as a linear combination of these physical variables. The
first component illustrates the contribution of all variables,
exceptSNH andSALK , as an overall level of pollutants in the
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effluent. There is a group mainly made up of substrates
which positively influences this component, and another of
micro-organisms, particulate matter and nitrate/nitrite that
influences it negatively. So, e.g., if a sample point is outside
the control window, but is inside the chart for the second and
third components, there is strong evidence that the problem
is in the flow variableQin.

FromFig. 8(b), one can conclude that flow rate and solu-
ble organic nitrogen are less important variables for the sec-
ond principal component. Ammonia nitrogen and alkalinity
have a significant negative influence in this component. On
the other hand, the contribution of these variables in the third
component is positive, as shown inFig. 8(c). From this fig-
ure, one can conclude that the third component is related to
the pH of the medium.

4. Conclusions

This work has shown that multivariate analysis of data is
an adequate tool for obtaining important process informa-
tion.

It has shown the possibility of reducing the analysis from
12 process variables down to three principal components
which are more relevant to the system. From these prin-
cipal components the qualitative influence of the variables
has been analysed by grouping in the loadings’ graphs. The
loadings were used to show how the influence of each vari-
able on the principal components can be examined.

All of these aspects enlarge our process know-how and
will be used as an important step in a future work involv-

ing statistical process control in a wastewater treatment
system.
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